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ABSTRACT 

We give sufficient conditions for the description of the isometry group of a tensor 
product in terms of the isometry groups of the factors. A slightly more general theory 
involving tensor products and saturated linear groups is developed for this purpose. 

0. INTRODUCTION 

Let U and V be vector spaces, and endow the tensor product 

W=U@V 

with the canonical norm (see Section 7 below). Then any linear automorphism 

c of w of form 

(1) c=a@b, 

where a and b are isometries of U and V respectively, is an isometry of W. 
Moreover, if U and V are isometrically isomorphic, then any automorphism c 
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of form 

(2) C(X@Y) = (ay)@(bx), 

where a : V + U and b : U -+ V are isometries, is also an isometry of W. 
There are examples (see Section 4 below) which show that these need not 

be the only examples. Theorem 8.7 below says that every isometry of W has 
one of the forms (1) or (2) in case the dual norms on U* and V* are smooth, 
and Theorem 8.6 below gives a sufficient condition that every c in the 
identity component of the group of isometries of W have the form (1). 

These theorems are derived from a slightly more general theory (devel- 
oped in Sections 2-5) concerning tensor products and “saturated” linear 
groups, i.e. groups which are the (setwise) stabilizer of some set. The reason 
that these groups arise naturally in this context is the theorem of Robbin [7] 
(see also [4]) that a linear group is the isometry group of some norm iff it is 
compact, is saturated, and contains all unit norm scalar matrices. 

We now list briefly the content of the paper. In Section 1 we introduce 
basic notations and concepts which are used in the sequel. In Section 2 we 
define the wreath tensor product of groups, which is naturally associated with 
the groups Gii -the subgroup of linear isomorphisms from the space Wi to Wi 
which preserve a given structure. We then state our “guiding principle” for 
the wreath tensor product. The well-known results of Marcus and Moyls [5] 
and others is one of the cases where our principle applies. Section 3 deals with 
stable groups GL( V, Y) which consist of all linear isomorphisms a : V + V such 
that aY = Y. This concept is a natural generalization of the concept of the 
saturation. Theorems 3.1-3.3 describe three distinct situations where the 
“guiding principle” applies. The proof of these theorems is given in Section 5. 
Section 4 is devoted to simple examples to illustrate Theorems 3.1-3.3 and to 
show that some conditions in these theorems cannot be dropped. In Section 6 
we introduce more notation related to the normed spaces which is needed in 
the next section. Section 7 is devoted to the discussion of the canonical norms 
on the tensor product of normed spaces. 

In Section 8 we give our main results. Theorem 8.6 essentially claims that 
the identity component of W = U@V has the form (1). Theorem 8.7 says that 
every isometry of W is of the form (1) if the norms on U and V (or on U* and 
V*) are smooth. The last section is devoted to remarks and conjectures. 

1. SOME NOTATION 

Throughout, IF will denote either the field !R of real numbers or the field C 
of complex numbers. All vector spaces will be finite dimensional over IF. 
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For vector spaces U, V, W,, . . . , W,, denote by L”( W,, . . . , Wn; V) the space 
of all multilinear maps from W, X . . . X W, to V; by L(U, V) the space of 
linear maps from U to V; by L,,(U,V) the (possibly empty) set of all linear 
isomorphisms from U to V; by GL(V) the general linear group of V; and by 
gl( V ) the Lie algebra of GL( V ). Thus: 

L(U,V) = L’(wqY 

v* = L(w), 

CL(V) = Li,(V,V), 

gl(V) = L(V,V). 

We shall denote by W the tensor product 

w=w,c3 ... @W n, 

by IJE L”(W,,..., W,; W) the canonical map 

p(x,,..., XJ = xp . . . a”, 

and by M the image of p: 

Elements of M are called decomposable (or rank one by some authors). 
For every vector space V the map p induces a vector-space isomorphism: 

p*: L(W,V) + L”(Wl,..., w,;v>, 

(1.1) 
(p*A)(+...> xn) = A(x,@ . . . @x,). 

This fact is called the “universal mapping property” and characterizes 
uniquely the tensor product W (or rather the map p.) 

By elimination theory (see e.g. [8, p. 1041) M is an algebraic variety. This 
can be seen directly as follows: 

PROPOSITION 1.2. A point w E W lies in M iff it satisfies all the 
quadratic equations 

(5, W)(% 20) = (5’) W)(Y’, w), 
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where [, 1, E’, 17’~ W* range over all quadruples of form 

where $,T+E WT and {&q} = {51,-q;} for i=l,...,rz (here {&II} is the set 
consisting of the elements E and T). 

2. THE WREATH TENSOR PRODUCT 

Imagine that each of the spaces Wi has some structure, and denote by Gii 
the set of linear isomorphisms from W, to Wi which preserve that structure. 
(We aUow Gii to be empty for i # j.) More specifically, assume given 

satisfying the following axioms: 

(2.1) aEGii, BEGAT * baEGik; 

(2.2) aEGii = a -‘E Gii; 

(2.3) eEGii 

(where e denotes the identity map). Note that in particular 

Gii cGL(Wt) 

is a subgroup. 
Given such a system, we define a new group 

GcGL(W) 

called the wreath tensor product; it consists of all transformations a E GL( W) 
of the form 
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for xi E W., where u is a permutation of { 1,. . . ,n} and ai E G,C,,i. The idea of 
this definition is the following 

GUIDING PRINCIPLE 2.5. Whenever a structure is defined in Wfiom the 

given structures in W,,. . . , W,,, the group G should be a subgroup of the 

automorphism group of that structure. 

We denote by G, the subgroup of G consisting of those a given by (2.4) 
for which u is the identity permutation. Note the natural sujective homomor- 
phism 

G,, x . . . X G,, -+ G, 

(2.6) 
(a I,...,un)wzl~ ... @cl,. 

The kernel of the homomorphism (2.6) consists of n-tuples of scalars whose 
product is the identity. The group G, is a normal subgroup of G of finite 
index; the quotient group consists of all permutations (I for which G,o,i #0 
for j=l,...,n. 

We shall denote the Lie algebra of Gij by C$ and the common Lie algebra 
of G and G, by 

9= {AEgl(W):exp(tA)EGVtER}. 

The homomorphism of Lie algebras 

4, x . . . x 4, + 5 

induced by (2.6) is an isomorphism when each Si consists of matrices of trace 
zero. 

The following well-known theorem (see [5], [6], and [9]) illustrates the 
kind of result we want to prove. 

THEOREM 2.7. Suppose 

Then 

Gii=LiSO(w,,Wj). 

G=GL(W,M), 

where M C W is the manifold of decomposable elements and GL( W, M) is by 
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definition the group of “decomposable preservers”: 

Note that M is “ruled”: through each point x = x,8 . . . Bx, there pass n 
linear subspaces: 

Ri(X) = xp *. . c3xi_,c3wi@xi+,@ . . . 63X”. 

Moreover for each i = 1,. . . , n we have 

M= U f$(x), 

and for i # i 

Any element a E GL( W, M) preserves this ruled structure in the sense that 

aR,&) = Rib4 

for i = 1,. . . , n, XE M. This can be seen directly (without appealing to 
Theorem 2.7) as follows: for x E M \{O} let T,M C W denote the tangent 
space to M at x: 

Then 

MnT,M= IJ Rj(x) 

and for a E GL( W, M ), 

a(T,M) = T,,M. 
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3. THE SETWISE STABILIZER GL( V, Y) 

For any subset Y C V we denote by GL( V, Y ) the setwise stabilizer of Y 
in GL(V): 

GL(V,Y)={&GL(V):a(Y)=Y}. 

Subgroups of GL(V) of form GL(V, Y) are called saturuted (see [4], [7]). One 
easily checks that a subgroup G C GL(V) is saturated iff it is defined by its 
orbits, i.e., iff a E G whenever a E GL(V) and UXE Gx for all x E V. We 
denote by gl( V, Y ) the Lie algebra of GL( V, Y ): 

gl(V,Y)= {AEgl(V):exp(tA)(Y)=YVtE[W}. 

Call a subset Y of V \{ 0} homogeneous iff it is invariant under multiplica- 
tion by nonzero scalars: 

yEY, XElF\{O} * XyEY; 

circled iff it is invariant under multiplication by scalars of absolute value one: 

antiradial iff it intersects each ray in at most one point: 

YE y, t>o, tyEY * t=1. 

Call two subsets Yr and Y, of V \{ 0} linearly disjoint iff 

span(k;)nspan(Y2) = {O}, 

and call a subset Y of V \{O} linearly prime iff it is not the union of two 
nonempty linearly disjoint subsets. Clearly every subset Y of V\(O) has a 
unique decomposition: 

Y=Y,U ..* UY k 

where Y,,..., Yk are nonempty and linearly prime, and Yi and Y \Yj are 
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linearly disjoint. When V = span (Y ) we have the obvious inclusion of groups: 

GL(V,,Y,)X ... XGL(V,,Y,) cGL(V,Y) 

and isomorphism of Lie algebras: 

gl(v,,y,)x . . . Xgl(V,,Y,) =glow> 

where k$=span(Yi) for i=l,...,k, so that 

v=vp . . . aw,. 

Now fix Zi CW\{O} (i=l,...,n) and assume 

Wi=span(Zj). 

Let Z c W denote the image of Z, X . . . X Z, under the canonical map 
/lEL”(W,,...,W,;W): 

For i,i=l,...,n set 

so that 

Gii = GL( Wi, Zi), 

The system {Gii} satisfies the axioms (2.1)-(2.3), so we may form the 
group G and Lie algebra 4. We have (by the guiding principle) the obvious 
inclusions: 

G cGL(W, Z), 

4 Cgl(W, z); 

we wish to investigate the extent to which these inclusions are equalities. 
(Note that Theorem 2.7 asserts equality in case Zi = W;.\(O).) 
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THEOREM 3.1. Suppose each Zi is linearly prime. Then Z is linearly 
prime and 

gl(W,Z)Cgl(WJf). 

THEOREM 3.2. Suppose each Zj is linearly prime and homogeneous. Then 
Z is linearly prime and homogeneous, and 

9=gl(W,Z). 

THEOREM 3.3. Suppose each Zi is linearly prime, circled, and antiradial. 
Then Z is linearly prime, circled, and antiradial, and 

4. EXAMPLES 

Before proving these theorems, we give some examples to show that they 
cannot be strengthened. 

EXAMPLE 4.1. Let W, = V,@ V, W, = V,@ U, where dim (Vi ) > 1 and dim 
(V) > 1. Choose Yi C I( \{ 0}, X C U \{O} which span the corresponding spaces 
and are linearly prime, and let Zi = {y,@x: yip Yj, xE X}. Then 

GL(W, Z) gGL(W, M), 

as the transformation 

lies in GL( W, Z) but not in GL( W, M). By Theorem 3.1 each Zi is linearly 
prime; hence the conclusion of Theorem 3.1 cannot be strengthened to the 
analogous assertion about groups. One can arrange that the Zi satisfy the 
hypotheses of Theorem 3.2 (or Theorem 3.3) by choosing q and X to satisfy 
them; but 

GcGL(W,M) 

by definition, so that we have examples where 

G#GL(W,Z), 
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showing that the conclusion of Theorem 3.2 (or Theorem 3.3) also need not 
hold on the level of groups. 

EXAMPLE 4.2. Take n = 2, dim( W,) = dim( W,) = 2, and let {eil, eiz} be 
a basis for W (i = 1,2). Let 

Zi=(FeilUFeiz)\{O}, 

so that Zi is homogeneous but not linearly prime. Define a E GL( W) by 

Then a E GL( W, Z) but a eGL( W, M) if X,,h,, # X,,h,, (compare Proposi- 
tion 1.1). Note that a may be chosen arbitrarily near the identity, so that 
Theorem 3.1 does not hold without the hypothesis that the Zj are linearly 
prime even when the Zi are homogeneous. 

EXAMPLE 4.3. This is the same as Example 4.2, but take lF = 6 and 

Zi = S1ejlUS'ejz, 

where S’={~EC: \h/=l}, and choose h,,~ S’. Again the conclusion of 
Theorem 3.1 fails although the Zi are circled and antiradial. 

EXAMPLE 4.4. Take n = 2, IF = R: 

where yr is a Hilbert space and dim(V$) > 1, and let 

zi = YilUYiZ) 

where Yjl is the unit sphere in $. Consider a transformation a E GL( W) of 
form 

4YlPY2J = hYlrP3(~2sY2s)~ 

where yi, E V$ and b, E GL( Vi,). If each b, is orthogonal, we clearly have that 
a E GL( W, Z), but we will not have a E GL( W, M) in general, even when a 
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is very close to the identity. Again the conclusion of Theorem 3.1 fails 
although IF = Iw and each Zi is antiradial. 

EXAMPLE 4.5. Take n = 2, dim(W) > 1, and suppose W, is a Hilbert 
space. Let Z, = unit sphere of W, and Z, = W,\(O). Then Z = M. This 
example shows that gl( W, Z) can be much larger than 6’ even when the Zi are 
linearly prime. In other words, the common conclusion of Theorems 3.2 and 
3.3 does not follow from the hypothesis of Theorem 3.1. 

5. PROOFS OF THEOREMS 3.1, 3.2, 3.3 

First note that Theorem 3.1 follows from Theorem 3.2. Indeed, if we set 
ii =(F\{O})-Zi, then Zi is homogeneous and GL( W, Z) C GL( W, 2). Next 
note that in Theorems 3.2 and 3.3 it suffices to consider the case n = 2 by 
induction. Hence without loss of generality we assume n = 2; to simplify the 
notation we write 

u= w,, v= w,, 

x=z,, Y=Z,, 

so that 

w = UBV; 

We first show that Z is linearly prime. To this end suppose 

z = z1uz2, 

where Z’ and Z2 are linearly disjoint and nonempty; we shall derive a 
contradiction. For YE Y and r = 1,2 let 

Then X’(y) and X2(y) are linearly disjoint (or empty) and 

so either X’(y) = X or X2(y) = X. Hence let 

Y’:={yEY:X’(y)=X}. 
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Then Y = Y ‘UY2. It is enough to show that Y1 and Y2 are linearly disjoint, 
for then one of them, say Y ‘, must be empty, whence Z’ is empty, the 
desired contradiction. But if 0 E span( Y ’ ) n span( Y 2), then for x E X we have 
x@cEspan(x@YY’)nspan(x@Y2). Since x@Y’CZ’ and span(Z’)n 
span(Z’) = {0}, it follows that w = 0 as required. 

We now continue with the proof of Theorem 3.1. Choose CE gl( W, Z), 
and set 

c=exp(tC) 

with t E R. We must show that c(M) = M. First we show the following: 

CLAIM. Fur each YE Y there exists y’~ Y with 

c(U@y) = m3y'. 

Fix y and choose a basis e,,.. .,e, of U with e,E X (r = l,.. .,m). As 
c(Z) = Z, we may write 

c(e,@y) =e:@JyY: 

for r = 1,. . . , m. Assume temporarily that c is close to the identity; then 
e;,..., e; form a basis, and (resealing if necessary) we may take y: close to y. 
(We do not require Y:E Y.) 

Partition the set (1,. .., m} into equivalence classes according to the 
equivalence relation IF y: = F yj. Thus for each equivalence class R we may set 
y;1 equal to one of the y: with r~ R and obtain 

for rE R. Resealing the e; if necessary, we may as well assume 

(5.1) c(e,@y) = e;@yY;, 

for r~ R. 
The claim asserts that there is only one equivalence class R. Since X is 

linearly prime, we may prove this by showing that 

X C lJ span{e,: rE R}. 
R 
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Hence choose x E X. Using the basis e,, . . . , em, write x in the form 

where 

X= Zxr,, 

x,Espan{e,: rE R}. 

As ~@ZJE 2 = c(Z), we have 

c(x@y) = x’@y’ 

for some y’~ Y. But by linearity and (5.1), 

where 

x;~ span{e,!: r~ R}. 

(Note that xk = 0 t) xa = 0.) Hence 

(5.2) 2 xpyY;1= x’c3y’. 

For each nonzero xR we can find (since e;, . . . , e; form a basis) a functional 5 
with (6, xk) = 1 and (& xh) = 0 for S # R. Applying 5 to (5.2) yields 

y;1= (E, X')Y'. 

Hence by the definition of the equivalence relation, at most one xA is 
- nonzero; i.e., x: - xR, as was to be shown. 

Now we must remove the assumption that c is close to the identity. We 
have shown that for each y there is an E> 0 such that the claim holds for 
c=exp(tC) with Itl< E. By compactness (in projective space) E may be 
chosen independent of y. Hence by iterating c the claim holds for all t as 
required. 

By exactly the same argument we also have the following: 

CLAIM. For each XE X there exists X’E X with 

c( XW) = x’@V. 
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Now choose a basis e 1 ,..., e,,,EX of Wand a basis fi ,..., f,EY of V. By 
the claims, choose e;, . . . , e;E X, f;, . . . , f,‘E Y such that 

c(e,@V) = ei@V, 

c( U@Df,) = U@K 

for r=l,..., m, s=l,..., n. Then 

so there exist scalars C,,E [F\(O) with 

We must find scalars a,, b, with 

for then c = a@b, where 

C 
TS = a,b, 

ae, = are:, 

bf,=bs.fi’~ 

Notice that Examples 4.2-4.4 satisfy the conclusions of the claims, so we must 
again use the assumption that X and Y are linearly prime. Such scalars a, and 
b, exist iff for all indices T, T’, s, s’ we have 

(*I C,,C,~,~ = C,&, . 

(Indeed, the existence of the scalars is equivalent to the condition that c,, is a 
rank one matrix, which is equivalent to the condition that each two by two 
minor vanishes.) 

Suppose 

x = 2 oiei E X, 
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Then 

so by Proposition 1.2, 

so (*) holds when (Ye, (Y+, &, &, i 0. N ow for any proper subset of indices 
I C{l,..., m} we have 

X $span{ei: iEZ> Uspan{e,: i @I}, 

so we can find x with (Y, # 0 for some r~ Z and (Y,. # 0 for some r’ @ I. Let 
I, = {l}, and (if Ii is defined for i -=z n) read Ii for Z in the last sentence and 
set Zi+i =ZiU{r’}. Rename the indices so Zi={l,...,i}. Then for each 
r’=l,..*, m there exist r < r’ and x E X such that (Ye, (Y,, # 0; similarly for Y. 
Henceforeachr’=l,...,mandeachs’=l,...,nthereexistr<r’ands<s 
such that ( *) holds. If (for fixed r, r’) ( *) holds for (s, s’) = (i, i’) and also for 
(s, s’) = (j’, j”), then it holds for (s, s’) = (j, i”) as crs # 0. Similarly, if for 
(r, r’)=(i, i’) and (T, r’)=(i’, i”) (*) holds for all (s, s’), then it does also for 
(r, r’) = (i, i”). Hence by induction ( *) holds identically, as required. 

This proves Theorem 3.1. Note that we have also given a proof of 
Theorem 2.7, since we found a and b with c = a@ b. 

We now turn to Theorem 3.2. We have already shown that 

c=a@b 

for some UEGL(U) and bEGL(V); we must show that a E GL(U, X) and 
bEGL(V,Y).ChoosexEXandyEYsothatx~yEZ.AscEGL(W,Z),we 
have 

(ax)@(by) =c(r@y) = x’C.3~’ 

for some x’~ X and y’~ Y. Hence for some XE IF we have 

ax = Xx’, 

by = A-‘y’. 

But X and Y are homogeneous; hence ax E X and by E Y, as required. 
The proof of Theorem 3.3 requires more care. We still have that c = a@ b, 

but a and b are not uniquely determined by this condition; they may be 
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replaced by aa and (Y -lb. If (Y is chosen incorrectly, we shall not be able to 
conclude that aa E GL( U, X). 

By the axiom of choice choose x’=x’(x,~)EX and y'= y’(x, y)EY such 
that 

(ax)@(by) =c(x@Y)=x’(x, Y>@Y’(x, Y> 

for x E X, YE Y. Conclude that there exists X = h(x, y) E [F such that 

ax=h(x,Y)d(x,Y), 

by = A(x, y>-‘y’(% Yb 

Since X and Y are assumed to be circled, it is enough to prove that 
/X(x, Y)I = 1. 

Fix x,~ X and y,~ Y. Replacing a by X(x,, yo)pla and b by A(x,, yo)b, 
we may assume w.1.o.g. that ax, = x’(x,, yo) ad by, = c/(x,, yo), so that 

Read ya for y in (5.3): 

whence 

ax=h(X, yo)X’(Xt Yo>t 

h(x, y)x’(x, y> = h(x, Y&TX, YO). 

As x’(x, y)~ X, x’(x, yo)~ X, and X is antiradial, it follows that 

Similarly 

Hence 

= Iqx,, Ydl 

= 1, 
as required. 
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6. MORE NOTATION 

Now assume U,V, W,, . . . , W, are normed. Define 

B(V)={yEV:Ilyll4}, 

B(V)={yEV:llyllq, 

s(v)={yEv:IIyII =l}, 

E( V ) = extreme points of Z?( V ), 

E(V)=closureofE(V), 

so that by the Krein-Milman theorem (see e.g. [l]), 

Z?(V)=convexhullofE(V). 

We shall say that S(V) is smooth at x E S(V) iff there is a unique support 
functional [ E V* to Z?(V) at X; i.e. for all r~ E V* we have 

(P,x)=/l71ll=IIxII=1 * q=& 

We call S(V) smooth iff it is smooth at each of its points. The reason for this 
terminology is the fact that S(V) is smooth at x iff for all v E V the convex 
function t H /Ix + tv II is differentiable at t = 0. (The proof of this fact is 
essentially the same as the proof of the Hahn-Banach theorem; see e.g. [l, pp. 
445-4531.) 

We always give the space L”( W,, . . . , W,,; V) the operator norm: 

IlAll =sup{llA(x, ,..., x,)ll:xi~S(W,)). 

In the special case of the dual space U* this norm is called the dual norm. 
Denote by Z( U, V ) the set of isometries from U onto V: 

z(U,V)=(bEL,,(U,V):llbll=llb-‘ll=l}; 

by Z(V) the isometry group of V: 

z(v) = Z(V,V); 
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and by i(V) its Lie algebra: 

i(V)= {AEgl(V):exp(tA)EI(V) VtEll%}. 

Note the obvious formulas 

(6.1) Z(V) =GL(V,Y), 

(8.2) i(V>=gl(V,Y), 

for Y = B(V), g(V), S(V), E(V), E(V). 

7. THE CANONICAL NORM ON W 

The canonical rwrm on the tensor product W = Wig . . . @W,, is char- 
acterized by each of the following three conditions: 

(7.1) B(W)=convexhullofM,, 

where M, is the image of S( W,) X . . . X S( W,,) by p: 

M,={x,@ ... @x,:xjES(Wj)}; 

(7.2) for every normed space V the canonical linear isomorphism 

p*: L(W,V)- Lk(W,,...,Wn;V) 

[see (l.l)] is an isometry; 

(7.3) the canonical isomorphism 

w= Lk(W,,...,Wn;rf)* 

is an isometry. 

The equivalence of these three definitions is due to Grothendieck [3, 
p. 281. Condition (7.2) explains the name “canonical”: the tensor product W 
is often defined axiomatically by the requirement that the map p* be a linear 
isomorphism (see Section 1). For the convenience of the reader we sketch the 
proof of the equivalence of (7.1), (7.2) (7.3). 
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First define the canonical norm II . II to be the Minkowski functional of the 
right side of (7.1); then (7.1) is true by construction. One easily derives the 
formula 

llwll =inf{ E I/xlrll ... IlxJ), 
r 

where the infimum is over all representations 

of w as a sum of elements of M. For AE L( W, V) we have 

IIAwll = 
/I 

~(p*A)(xlr,...,x,,) 
r II 

~llp*AIl~llx,,II- IIx,,II 

so that taking the infimum gives II Aw II G IIp*AII Ilwll. Hence IIAII G IIp*AIl. 
On the other hand, if llxi I1 =. . . Ilx, II ~1, then x,8 . . . @x,E S(W), so 
that 11x,@ . . . @XT, II = 1. Hence II p*ll = 1, so II p*A II = II A II, proving (7.2). 
Assertion (7.3) is obtained by taking V = IF in (7.2) and dualizing. 

WARNING. The canonical linear isomorphism 

w- L”(W&...,W,*;lF) 

is not isometric. If the W are Hilbert spaces, this would imply that W and 
W* are isometrically isomorphic, which is not the case. 

THEOREM 7.4. The set E(W) f ti o e reme points of B< W) is the image by 
/.L of E(W,)X . . . x E(W,): 

E(W)={x,@ ... @xn:xiEE(~)}. 

Proof. The map p restricts to a local homeomorphism: 

p:s(w,)x ... XS(W,)-M&S(W). 
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Hence if some xi E S(y)\E( Wi) (so that there is a line segment Li C S(y) 
with xi in its interior), the point x = x,8 . . . @X,E S(W)\E(W) (as it lies in 
the interior of the line segment L=x,@ . . . @3xi_,@Li@xj+,@ . . . B’x,). 

Conversely suppose xi~E(Wi) (j=l,...,n) but 

(7.5) x=x1@ *. . @3x-, =g(u + o), 

where U, IJ E g(W). We must show that x = u = zi. By the Krein-Milman 
theorem and the definition of B(W), u and v are convex combinations of 
elements of M,. Thus let 

u = &x(Y,Ulr@ . . . @unr, 

where uj,, vjs~ E(uI,), q, & > 0, and Ba, = Z& = 1. 
Let ti support B(y) at xi; i.e. 

Let [ = tl@ . . . @tn. Then 

1= (.$,X) =6(5, u)+1(5, v>2 

so 

(t, u> = (t, 0) = 1, 

so for all r, s, 

l= J-J (& Uj’) = l-I G/Y Vi& 
i i 
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so (resealing if necessary) 

which (as xi is extreme) is only possible if xi = uir = ojS. Hence x = u = 0, as 
required. n 

8. ISOMETRIES OF W 

Define G,i C L,,,( W,, Wi) by 

Gii=Z(Wi,W/). 

The system Gii satisfies the axioms (2.1)-(2.3), so we may form the wreath 
tensor product G C GL( W ). Endow W with the canonical norm. By Guiding 
Principle 2.5 we have 

(8.1) GcZ(W). 

We also assert 

(8.2) Z(W)nGL(W,M) cG. 

Indeed, (8.2) holds more generally for any cross norm on W (see [2]), i.e. any 
norm which satisfies the equivalent conditions 

llxll = IIx1II ... IIXJ 

for x=x,@ ... 8x,,, and 

M, CS(W). 

This is because of the fact that for fixed x,E S(W,),..., x~_~E S(Wi_,), 
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Xi+l~S(wj+&., x,,E S( W,), the map 

is an isometric embedding, and an element of GL(W, M) permutes the 
images (as the xi and i vary) of these embeddings. Thus for a E Z(W) f’ 
GL(W, M) of form (2.4) we must have ai E Z(W,,,,, Wi) = G,(jji, whence 
a E G as required. 

Combining (8.1) and (8.2) gives 

(8.3) Z(W)nGL(W, M)=G. 

We would like to know when Z(W) = G, i.e., when 

(8.4) Z(W) cGL(W, M). 

Examples 4.3 and 4.4 show that we can’t even conclude 

(8.5) i(W) c gl(W, M) 

without an additional hypothesis. Example 4.1 shows that (8.4) can fail even 
when (8.5) holds. 

THEOREM 8.6. Zf each set E(y.) is linearly prime, then 

i(W)=% 

THEOREM 8.7. Zf each S(WT) is smooth, then 

Z(W) =G. 

(By duality, the conclusion also follows if each S( Wi) is smooth.) 

To prove Theorem 8.6, take Zi = E( Wi) in Theorem 3.3, use Theorem 7.4 
to conclude that Z = E(W), and then apply (6.2). Before proving Theorem 
8.7 we need some preliminary work. 

According to (7.3), an element of 5 E W* can be identified with a 
multilinear map A:WrX .a. XW,-IF. As (xr,...,x,) ranges over S(W,) 
X . . . X S( W,), the number 
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(where x=x1@ .. . 8x,) assumes its maximum (viz. 115 II = II A 11) at some 
nonempty set of n-tuples. One immediately concludes that I(.$, w) 1 (w E W) 
assumes its maximum at any convex combination of elements x E M, where 
I(& x) 1 is maximal. Our next proposition asserts that such a convex combina- 
tion is the most general such w. 

PROPOSITION 8.8. Let 5 E S( W*), and denote by F the set of all support 
functiomls to B(W*) at 4: 

F={wES(W):(&W)=~}. 

Then 

F = convex hull of M,nF. 

Proof. Choose w E F. By (7.1) 

(E,w)= IIEII = llwll =I. 

Hence ([, x,) = 1 = II x, II, so X,E M,nF, as required. (The reverse inclusion 
is even more obvious.) n 

LEMMA 8.9. Suppose S( W*) is smooth at q E S( W*), and YE S(W) is the 
(unique) support functional at 7. Then YE M,. 

Proof. This follows immediately from Proposition 8.8. n 

LEMMA 8.10. Suppose each S( I%$?) is smooth at Ej E S( WF). Then S( W*) 
is smooth at 5 = El@ . . . @&,. 

Proof. Let X~E S(W) be the unique support functional to ti, and set 
x=x1@ ... @x,,. Then x supports g(W) and &; we must show it is unique. 

To this end suppose that x’~ S(X) also supports I?( W*) at 5; we must 
show x = x’. By Proposition 8.8 we may assume without loss of generality that 
x’~ M,; then x’= xi@ . . . @XL, where x;E S(Wi). Then as 

l= (5, x’) = n (5j> q 
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and 

we have 

where 

By smoothness at $, 

so x’ = x, as required. 

x;ix; = Xi’ 

n 

Proof of Theorem 8.7. By (8.3) we need only show that I(W) C 

GL( W, M). Hence choose a E Z(W); we shall prove a(M,) = Ma. Hence 
choose x = x,@ + . . @x,EM,; we must show UXE Ma. Let tjES(WT) sup 
port g( Wi) at xi. Then x supports B< W*) at [ = [r@ .* . BE,, and by Lemma 
8.10 x is the unique support fu_nctional to B< W*) at 5. Hence y = ax is the 
unique support functional to B(W*) at n = a*-‘[. Hence by Lemma 8.9, 
y = ax E Ma, as required. n 

9. REMARKS AND CONJECTURES 

Using the results of Section 3, it is possible to remove the assumption that 
each Zi is linearly prime in Theorems 3.1-3.3. Indeed, if each Zi is not 
linearly prime, decompose Zi to the union of linearly prime sets 

(9.1) Zi= 6 Zj,,spanZ,,nspan =[O], k=I,...,vi. 
k=l 

l#k 

Then 

(9.2) 

Wi = span Zi , yk = span zjk, 

k=l 

w=wp ... @W*= 2 @Wl,,cQ . . . @w”i” 

1 < ii c Yi 
i=l,...,n 
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Denote by Zi,. +, and by Mil.. .i, the images of Zli, X . . . X Znjn and 
Wij, x . . 9 X W,,i, respectively under the canonical map p E 
qwij,, * * *, wnj,; Wij,@ . . . @ Wni,). According to Theorem 3.1 each Zi, .i, is 
linearly prime. Then we have 

THEOREM 9.3. Let (9.1) the unique decomposition of the set Zi to 
linearly prime factors. Then 

lf in addition each Zik, 1 G id n, 1 G k G vi, is homogeneous (circled and 
antiradial), then equality holds in (9.4). 

Let V be normed, and suppose that E(V) = Y = U& lYk is the decomposi- 
tion of Y to linearly prime factors. Put V, = spanYk. Denote by II II k the 
restriction of the norm II II on V to V,. We claim that the norm on V has a 
simple representation by the norm II II k. 

LEMMA 9.5. Let the above assumption hold. Put 

Y 

Then 

v = I: vi, ViE y, i=l,...,v. 
i=l 

(9.6) IlOll= E II”illi. 
i=l 

Proof. Define a new norm on V: 

lllvlll~ i ll~illi’ 
i=l 

Our lemma will follow if the set of the extreme points E’(V) of the norm II .I) 
coincides with the set Y. Suppose that 111 o 111 = 1, and assume for simplicity 
that each vi # 0. Then 

v= E IIviIIiui, 
i=l 

ui=j$. 



122 S. FRIEDLAND AND J. W. ROBBIN 

So u is a nontrivial convex combination of ur, . . . , uy, where each ui is in S(V) 
and Vi. Thus 

E’(V)= U E(V,). 
i=l 

Clearly k;: C E(y). It is left to show that Y, > E(y). The classical result 
claims that any v E B(V) is a finite convex combination of vectors from E( V ). 
So for any uE B(V) 

As 

v=vp a-0 $V 
VI 

the assumption that o E x implies 

aii > 0, &=l. 
i.i 

y=spanY,, 

v=y~yaiiyii, q>o, I:aii=l. 
II J i 

Thus~=E(~)and~~~u~~~=IIuII,asrequired. n 

Next we focus our attention on GL(W, Z), where W has the decomposi- 
tion (9.2). Clearly a given a E GL( W, 2) may shift between the isomorphic 
components Wri,@ f . . @Wni . Thus to analyze GL( W, Z) completely it 
suffices to study the case where each Zi is linearly prime. Theorems 3.2-3.3 
determined completely the structure of the Lie algebra of GL(W, Z). Exam- 
ple 4.1 gave us the cases in which GL(W, Z) was bigger than G. 

We conclude our paper with the following conjecture. 

CONJECTURE 9.7. Let the assumptions of Theorem 3.2 (3.3) hold. Then 
(up to isomorphism) we can decompose each Wi as a tensor product Wr@ Wiz 
@ . . . @Wiv, such that each Zi is the image of Zi, X . . * X Z,, under the 
canonical map p, where each Zjk is linearly prime and homogeneous (circled 
and antiradial). Moreover GL( W, Z) coincides with G’ generated by the 
factors 
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